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Abstract

This paper compares four preprocess-
ing approaches for word alignment: 1)
sentence removal approach, 2) good
points approach, 3) sentence duplica-
tion approach, and 4) removal of doubt-
ful alignments approach. Two are sta-
tistically motivated and the other two
are heuristics. We focus on the abil-
ity of a word aligner of IBM Model 4
that it should often face with troubles
when handling paraphrase, multi-words
and non-literal translation. We assume
that IBM Model 4 works 90% correct,
while only around 5% wrong.

1 Introduction

A phrase-based approach (Koehn et al., 03) has be-
come the main stream in SMT (Statistical Machine
Translation) despite its origin as a word-based ap-
proach (Brown et al., 93). While the phrase align-
ment (Marcu and Wong, 02) has recently attracted
researchers in its theory but still in infancy in its
practice, the word alignment has been used quite
widely combined with the phrase extraction strat-
egy (Koehn et al., 05) to provide phrase tables to
the decoder. In this context, this paper aims at im-
proving the quality of word alignments by prepro-
cessing the parallel corpus.

For a given sentence aligned parallel corpus, a
word alignment task is to obtain lexical transla-
tion probabilities between bilingual pair of words.
The approach based on Bayesian generative mod-
els, such as IBM models (Brown et al., 93), HMM
alignment models (Vogel et al., 96) and IBM
Model 6 (Och and Ney, 03), has been dominant
although several other approaches have appeared
as well, such as discriminative approaches (Moore,
05) and posterior-based approaches (Liang, 06).

This paper restricts ourselves to consider only on
Bayesian generative models which use EM (Ex-
pectation Maximization) algorithm (Dempster et
al., 97) due to its dominance in practice. The soft-
ware in this line includes GIZA++ (Och and Ney,
03), mttk toolkit (Deng and Byrne, 05), and mgiza
(Gao and Vogel, 08).

Our concern is on the ability of EM algo-
rithms due to the fact that parallel corpus is real
life data: Can EM algorithm correctly handle
paraphrase (Callison-Burch, 07; Lin and Pantel,
01), non-literal translation (Imamura et al., 03),
and multi-words expressions(Lambert and Banchs,
05)? (From now on, we call these outliers, mean-
ing that outliers are more than the normal system-
atic noise.) Due to the definition of paraphrase,
non-literal translation and multiwords expressions,
we can align them in phrase level as a phrase pair
in general, but not in word level as a word pair
if we exclude all the special cases of 1 : n corre-
spondence. However, the alignment which can be
resolved by a word aligner is restricted to 1 : n
alignments. Hence, the n : m alignments are out
of reach. So the answer to this question becomes
rather negative. Under the incorrect word align-
ments, can we get a correct n : m phrase pairs after
we do phrase extraction? Is there some mechanism
to remove incorrect alignments in order not to pro-
vide such incorrect alignments to the next phrase
extraction step? These tend to be negative although
there are some possibilities. These outliers may
be a potential danger in terms of quality of word
alignment and translation quality as a whole due to
its harmful wrong matching of words with wrong
probabilities.

Lambert and Banchs (Lambert and Banchs, 05)
extract multiword expressions and make them into
one token before supplying to a word aligner.
They mentioned that if the size of corpus is small,
they may not be extracted due to its sparsity in
the corpus. Callison-Burch et al. (Callison-



Burch et al., 06) shows the approach to supply the
unknown phrases simply by externally extracted
paraphrases.

This paper approaches the problem ofoutliers
purely by the given parallel corpus as in the line of
Lambert and Banchs. In statistics, there are several
common practices to handle outliers: to search for
the goodpoints or to change the models that the
distribution has heavier tails. Alternatively, we
also mentioned some heuristic approaches where
we check the alignment results. It is noted that
our analysis only applies to word alignment tools
which use EM algorithm. It will need another
analysis for discriminative word alignment.

This paper is organized as follows. Section 2
outlines the1 : n characteristics of word align-
ment task and mentions why paraphrase, non-
literal translation, and multi-word expression are
difficult for a word aligner. Section 3 explains four
algorithms. Experimental results are presented in
Section 4. Section 5 concludes and provides av-
enues for further research.

2 1 : n Word Alignment and Outliers

This section explains uni-directional alignments of
word alignment in an empirical manner. Our dis-
cussion is limited ourselves to IBM Model 4.

Definition 1 (Word alignment task) Let ei be
the i-th sentence in target language,ēi,j be thej-
th word in i-th sentence, and̄ei be thei-th word
in parallel corpus (Similarly forfi, ¯fi,j, and f̄i).
Let |ei| be a word length ofei, and similarly for
|fi|. We are given a pair of sentence aligned bilin-
gual texts(f1, e1), . . . , (fn, en) ∈ X × Y, where
fi = (f̄i,1, . . . , f̄i,|fi|) and ei = (ēi,1, . . . , ēi,|ei|).
It is noted thatei and fi may include more than
one sentence. The task of word alignment is to
find a lexical translation probabilitypf̄i

: ēi →
pf̄j

(ēi) such thatΣpf̄j
(ēi) = 1 and ∀ēi : 0 ≤

pf̄j
(ēi) ≤ 1 (It is noted that some models such

as IBM Model 3 and 4 have deficiency problems).
It is noted that there may be several words in
source language and target language which do not
map to any words, which are called unaligned (or
null aligned) words. Triples(f̄i, ēi, pf̄i

(ē1)) (or
(f̄i, ēi,− log10 pf̄i

(ē1))) are called T-tables.

For example, we can observe from the upper
figure in Figure 4 that most of the alignments,
which are the results of a word aligner for DE-
EN News Commentary corpus, result in either 1:1
mapping or NULL insertions; small numbers are

it is a pity . i cannot go today .
NULL ({ }) i ({ }) am ({ 5 }) sorry ({ 1 2 4})
that ({ 3 }) i ({ 10}) cannot ({ 9 }) go ({ 8 })
today ({ 7 }) . ({ 6 })

Figure 1: The A3 file for a toy example. A word
‘sorry’ is mapped into 3 length word ‘it is pity’
(1, 2, 4), while ‘am’ is mapped into ‘.’, ‘that’ is
into ‘a’, the second ‘i’ is into ‘.’, ‘cannot’ is into
‘today’, and ‘go’ is into ‘go’.

words # fer=0 1 2 3
2 i 7 0.3 0.7 0 0
3 cannot 4 0 1 0 0
4 go 4 0 0.96 0.04 0
5 today 4 0 0.8 0 0.2
6 , 1 0.3 0.7 0 0
10 sorry 1 0 0.8 0 0.2

Figure 2: A part of fertility table for a toy exam-
ple. The second column shows the words used in
source language. The columns from 4 to 7 corre-
spond to the fertility 0 to 3. This table can be read
in this way: the word ‘i’ becomes zero length word
in probability 0.3 and 1 length word in probability
0.7 (2nd row). Similarly, the word ‘today’ can be
converted into 1 length word in 0.8 and 3 length
word in 0.2 (5th row).

to my regret i cannot go today .
i am sorry that i cannot visit today .
it is a pity that i cannot go today .

i am sorry that i cannot visit today .

it is a pity that i cannot go today .

sorry , today i will not be available

Source Language

GIZA++ alignment results for IBM Model 4

i NULL 0.667
cannot available 0.272
it am 1
is am 1
sorry go 0.667
, go 1
that regret 0.25
cannot regret 0.18
visit regret 1
regret not 1
be pity 1

available pity 1
cannot sorry 0.55
go sorry 0.667
am to 1
sorry to 0.33
to , 1
my , 1
will is 1
not is 1
a that 1
pity that 1

today . 1
. . 1
i cannot 0.33
that cannot 0.75

Target Language

to my regret i cannot go today .sorry , today i will not be available

Figure 3: Example shows an alignment of para-
phrase in a monolingual case. Source and target
use the same set of sentences. Results show that
only the matching between colon is correct. It is
noted that there might be a criticism that this is
not a fair comparison because we do not have suf-
ficient data. Under a transductive setting (where
we can access the test data), we believe that our
statement is valid. Considering the nature of1 : n

mapping, it would be quite lucky if we obtain
n : m mapping after phrase extraction (Our focus
is not on the incorrect probability, but the incorrect
matching.)



Figure 4: Two figures in the left show the results
of word alignment with (main figures in yellow)
and without Algorithm 2 (miniscule amounts at
the bottom in blue) for DE-EN. We check all the
alignment cept pairs in training corpus inspecting
so-called A3 final files whether they fall in which
types of alignments from 1:1 to 1:13 (or NULL
alignment). It is noted that the results of our al-
gorithm are miniscule in the left figure because all
the counts are only 3 percents. Most of them are
NULL alignment or 1:1 alignment, while there are
small numbers of alignments take 1:3 and 1:4 (up
to 1:13 in the DE-EN direction). In EN-DE di-
rection in the figure below, 1:11 is the greatest.
Two figures in the right shows the ratio of outliers
over all the counts. Upper right figure shows that
in the case of 1:10 alignments, 1/2 of alignments
are considered to be outliers by our Algorithm 2,
while 100 percents of alignment from 1:11 to 1:13
are considered to be outliers. Lower right figure
shows that in the case of EN-DE, most of the out-
lier ratio are less than 20 percents.

1:2 mappings and miniscule numbers are from 1:3
to 1:13.

The aim of IBM Model 4 is to make a1 : n

uni-directional word alignment. The modification
of lengthn in 1 : n alignments are done by a fer-
tility and a NULL insertion. A fertility is a mech-
anism to augment one word into several words or
none as in Figure 2, while a NULL insertion is
a mechanism to create several words from blank
words. A fertility is a conditional probability de-
pending only on the lexicons. For example, the
length of ‘today’ can be conditioned only on the
lexicon ‘today’. So we know from Figure 2 that
‘today’ becomes 1 length word or 3 length word.
It will not be converted into 2 length word or more
than 4 length word.

Figure 5: Three figures in the left show the his-
togram of sentence length (main figures) and his-
togram of sentence length of outliers. (As the
numbers of outliers are less than 5 percents in each
case, outliers are miniscule. In the case of EN-
ES, we can observe the black small distributions
at the bottom from 2 to 16 words length.) Three
figures in the right show that if we see this by ratio
of outliers over all the counts, all of three figures
tend to be more than 20 to 30 percents from 80 to
100 words length. The lower two figures show that
from 1 to 4 words length also tend to be more than
10 percents.

Paraphrase, non-literal translation, and multi-
word expression are quite naturally appeared in
parallel corpus. They are basicallyn : m map-
pings between source language and target lan-
guage. If we consider the1 : n mapping nature
of word alignment by IBM Model 4, they may be
one potential source of outliers. Table 3 shows one
example of difficulties in such a case. It is noted
that we show a monolingual paraphrase for con-
venience in Table 3, but without loss of general-
ity this can be easily extended for bilingual para-
phrase. In this case, results of word alignment are
completely wrong except colon. Although these
paraphrase, non-literal translation, and multi-word
expression do not always become an outlier, they
may have the potential danger in producing the in-
correct word alignments with incorrect probabili-
ties.

3 Our Approach

We describe here four approaches under the as-
sumption that IBM Model 4 is very close to the
reality except a few wildoutliers, i.e. paraphrase,
non-literal translation and multi-word expression.



The reason behind this assumption comes from
the experimental trial and errors. Especially Algo-
rithm 2 suggests us that this figure might be around
5 percents if parallel corpus is News Commen-
tary English-Spanish or German-English. Based
on this assumption, we take an approach either to
reduce parallel corpus (Algorithm 1, 2, 4) or to
augment some part of parallel corpus (Algorithm
3). The first approach reduces parallel corpus by
sentence length. The second approach reduces it
by literalness of pair of sentences. The third ap-
proach augments the parallel corpus by frequen-
cies conditioned on the sentence length pair. The
fourth approach reduces it by the suspicious align-
ments after the trial alignment by a word aligner.
In sum, we take an intuitive approach in all of
these: even if we do not know which pair of sen-
tences areoutliers, if we collect some portion of
pair of sentences by some measure, we may be
able to avoid suchoutliers.

3.1 Sentence Removal Approach

This approach aims at removingoutliers by sen-
tence length. The algorithm is very simple which
is shown in Algorithm 1. It is noted that this algo-
rithm is a well known practice in SMT community
except that it is not known how to determineX for
a given parallel corpus. It is noted that while this
algorithm is a well known heuristics, the following
three approaches are our originals.

Algorithm 1 Sentence Removal Algorithm
Remove sentences whose lengths are greater
thanX.

However, the reason why this approach works
is not well known. Our explanation is in Figure
5. It is noted that outliers shown in a figure in the
bottom (which are almost invisible) are extracted
by Algorithm 2. The region that Algorithm 1 re-
moves is the region where the ratio of outliers are
possibly high. Even if there are considerably a lot
of numbers of outliers in the region that a lot of
inlier reside, e.g. between 10 and 30 word length,
the outlier ratio might not be big compared to the
outlier ratio in the both ends, e.g. more than 60
word length or less than 5 word length. Hence if
we could remove such uncertain areas whose out-
lier ratio are possibly high, we could make a suc-
cess in removing real outliers. Hence we could in-
terpret this approach as the approach which aims

at removing the possible high regions in terms of
outlier ratio.

3.2 Good Points Approach

This approach aims at removingoutliersby the lit-
eralness score between a pair of sentences. The
literalness score is defined as the degree of literal-
ness where non-literal translation is defined as the
translation which is not a word-to-word transla-
tion, while literal translation is defined as a word-
to-word translation. Hence, the low literalness
score is the pair of sentences which should be re-
moved.

Following two propositions are the theory be-
hind this. Let a word-based MT system beMWB

and a phrase-based MT system beMPB. Then,

Proposition 1 Under a MT systemMPB, a para-
phrase is an inlier (or realizable), and

Proposition 2 Under a MT systemMWB, a para-
phrase is an outlier (or not realizable).

Based on these propositions, we could assume that
if we measure the literalness score under a word-
based MTMWB we will be able to determine the
degree ofoutlier-ness whatever the measure we
use for it. Hence, we score it under a word-based
MT MWB by Bleu for the moment (Later we re-
place it with the variant of Bleu, i.e. cumulative n-
gram score). Hence, the summary of our approach
becomes as follows: 1) employing the mechanism
of word-based MT trained on the same parallel
corpus, we measure the literalness between a pair
of sentences. 2) we use the variants of Bleu score
as the measure of literalness, and 3) based on this
score, we reduce sentences. And our algorithm be-
comes as follows:

Algorithm 2 Good Points Algorithm
Step 1: Train word-based MT.
Step 2: Translate all training parallel corpus by
the above trained word-based MT decoder.
Step 3: Obtain the cumulativeX-gram score for
each pair of sentences whereX is 4, 3, 2, and 1.
Step 4: By the threshold described in text, we
produce new reduced parallel corpus.

We would like to mention the logic why we
choose the variant of Bleu. In Step 3 we need to
set up a threshold inMWB to determineoutliers.
Natural intuition is that this distribution takes
some smooth distribution as Bleu takes weighted
geometric mean. However, as is shown in the first



Figure 6: Each row shows the cumulative 4-, 3-,
2-, and 1-gram score, while each column shows
language pairs DE-EN and FR-EN for News Com-
mentary parallel corpus.

Figure 7: Each row shows Bleu, NIST, and TER,
while each column shows different language pairs
(EN-ES, EN-DE and FR-DE). These figures show
the scores of all the training parallel corpus in con-
figuration 5 in Algorithm 2 after training the word-
based MT. In the row of Bleu, there is a trick in
these figures: the area of rectangle shows the num-
ber of sentence pairs whose Bleu scores are zero.
(There are a lot of sentence pairs whose Bleu score
are zero: if we draw without en-folding the coor-
dinate, these heights reach to 25000 to 30000 as
in Figure 6.) There is a smooth probability dis-
tribution in the middle, while there are two non-
smoothed connection at 1.0 and 0.0. Notice there
are small amount of sentences whose score is 1.0.
In the middle row for NIST score, similarly there
is a smooth probability distribution in the middle
and we have a non-smoothed connection at 0.0. In
the bottom row for TER score, the 0.0 is the best
score unlike Bleu and NIST, and we omit the score
more than 2.5 in these figures. (The maximum was
27.0.)

row of Figure 7 typical distribution of words in this
spaceMWB is separated in two clusters: one looks
like a geometric distribution and the other one is
a lot of points whose value is zero. (Especially in
the case of Bleu, remind that if the sentence length
is less than 3 the Bleu score is zero.) In this rea-
son, we use the variants of Bleu score: we decom-
pose Bleu score in cumulative 4-, 3-, 2-, 1-grams,
which is shown in Figure 6. In 3-gram score, the
tendency to separate in two clusters is slightly de-
creased. Furthermore, in 1-gram score the dis-
tribution approaches to normal distribution. Al-
though these observations are rather ad-hoc, they
are the source of configurations in Table 1 which
models P(outlier). It is noted that although we
choose the variants of Bleu score, it is clear in our
context that we can replace Bleu score as another
measure, such as METEOR (Banerjee and Lavie,
05), NIST (Doddington, 02), GTM (Melamed et
al., 03), TER (Snover et al., 06) and so forth (ref
Figure 7).

conf A1 A2 A3 A4
1 >0.1
2 >0.1 >0.2
3 >0.1 >0.2 >0.3 >0.5
4 >0.05 >0.1 >0.2 >0.4
5 >0.05 >0.05 >0.1 >0.2
6 >0.22 >0.3 >0.4 >0.6
7 >0.25 >0.4 >0.5 >0.7
8 >0.2 >0.4 >0.5 >0.8
9 >0.6
10 1 1 >0.5 >0.8

Table 1: Table shows ten configurations that we
used for the experiments in Table 5. A1, A2, A3,
and A4 correspond to the cumulative 4-, 3-, 2-, and
1-gram score.

Figure 2 shows outliers detected by Algorithm
2.

3.3 Sentence Duplication Approach

This approach is motivated purely by statistics, no-
tably thetails of a probability distribution. This
word means areas where the probability distribu-
tion tails off. For example in the 2-dimensional
normal distributiontails is in the both sides of the
distributions where a lot of values whose probabil-
ity is miniscule. By definition,outliers should lie
in the tails of a probability distribution. Suppose
we encounter outliers with a frequency wildly un-



but this does not matter .
peu importe !
we may find ourselves there once again .
va-t-il en être de même cette fois-ci ?
all for the good .
et c’ est tant mieux !
but if the ceo is not accountable , who is ?
mais s’ il n’ est pas responsable , qui alors ?

Table 2: Sentences judged as outliers by our Algo-
rithm 2 (ENFR News Commentary corpus).

derpredicted by the model. If we use our genera-
tive model, i.e. IBM Model 4, the distribution that
we learn by EM algorithm will result in just very
close to the one that our probabilistic model pre-
dicts incorporating the generation process. Hence,
our observation that we have encountered not a
few outliers will not be reflected in the results
by the learning process. One way to incorporate
this is to make the tails heavier. LetO denotes
observation andM denotes model. Suppose we
supply some outlier model P(outlier). Then we
can model this by(1−λ)P (O|M) + λP (outlier)
whereλ ∈ [0, 1]. In our case, we do not know nei-
therP (outlier) nor λ. In the experiments, we use
N andX by trial and errors. In sum, our algorithm
becomes as follows:

Algorithm 3 Sentence Duplication Algorithm
Step 1: Conditioned on a sentence length pair
(le,lf ), we count the numbers of them. We cal-
culate the ratiori,j of this number over the num-
ber of all sentences.
Step 2: If this ratiori,j is under the threshold
X, we duplicateN times.

3.4 Bad Alignment Removal Approach

The motivation of this approach is that if an aligner
were not align words correctly, it could have pro-
duced wrong alignments. The heuristic consists of
the following: 1) if we observe the1 : X map-
pings whereX is big, e.g. more than 8, this map-
ping might be suspicious where this situation is
depicted in the upper right figure of Figure 4, and
2) if we observe a lot of alignments which maps
from NULL into a word or from a word into a
blank word in a sentence, this mapping may be
suspicious. (These two situations are often over-
lapped.)

Hence, the algorithm of this approach becomes

as the following:

Algorithm 4 Bad Alignment Removal Algorithm
Step 1: Do a word alignment.
Step 2: Remove sentences whose alignment re-
sults are suspicious: 1) if it includes1 : X map-
pings whereX is more than 8, or 2) if it includes
more thanY percents of mappings in a source
sentence which map into blank words (This is
done by inspecting the A3 files in each direc-
tion).

4 Results

We evaluate our algorithm using News Commen-
tary parallel corpus used in 2007 Statistical Ma-
chine Translation Workshop shared task where we
use three language pairs as is shown in Table 3. We
use the devset and the evaluation set provided by
this Workshop. We use Moses (Koehn et al., 07)
as the main MT system, with mgiza (Gao and Vo-
gel, 08) as its word alignment tool. We do MERT
in all the experiments below.

ENFR ENES DEEN
baseline 0.180 0.280 0.169

size 51k 51k 60k
average 21.0 20.9 20.6
length 23.8 24.5 21.6

Table 3: The baseline is scored whenn is 100 in
Algorithm 1. We use three language pairs ENFR,
ENES, and DEEN from News Commentary cor-
pus. The size and average length of this corpus are
shown.

Sentence Removal Approach Table 4 shows
the results. The best scores are measured for dif-
ferent value ofn.

Good Points Approach Step 1 of Algorithm 2
is, for a given parallel corpus, to make a word-
based MT. We do this by Moses with option max-
phrase-length set to 1, with the alignment option
set to ‘union’ as it is high recall. Although we
have chosen union, other selection may be pos-
sible. Step 2 is to obtain the cumulative n-gram
score for all the training parallel corpus by using
the word-based MT trained in Step 1. In Step 3
we score for all the sentence pairs. Statistics of
cumulative 4, 3, 2, and 1-gram are shown in Fig-
ure 6. As is already mentioned, there are a lot of
sentence pairs whose score are zero in cumulative



n ENFR ENES DEEN
10 0.167 0.134 0.097
20 0.087 0.228 0.138
30 0.145 0.259 0.157
40 0.175 0.261 0.168
50 0.229 0.273 0.170
60 0.178 0.273 0.171
70 0.179 0.272 0.170
80 0.181 0.273 0.169
90 0.180 0.276 0.171
100 0.180 0.280 0.169

Table 4: Bleu score after cleaning of sentences
whose length is greater thann. The row shows
n, while the column shows the language pair.

4-gram score. In Step 4, based on ten configura-
tions, we reduce our parallel corpus and check our
performance.

c ENFR % ENES % DEEN %
1 0.187 49 0.297 56 0.201 40
2 0.188 55 0.294 60 0.205 49
3 0.187 61 0.301 66 0.208 58
4 0.190 82 0.306 85 0.215 83
5 0.192 96 0.314 97 0.221 96
6 0.180 32 0.299 56 0.192 29
7 0.162 30 0.271 25 0.174 18
8 0.179 31 0.283 35 0.186 25
9 0.167 17 0.264 20 0.177 18
10 0.152 11 0.260 20 0.155 10

Table 5: This algorithm attains 0.192 for ENFR,
0.314 for ENES, and 0.221 for DEEN. Notice
these are the case when we use around 96 percents
of parallel corpus.% denotes the effective ratio
which can be considered to be the inlier ratio. This
is equivalent to1 − (outlier ratio).

In the case of English-Spanish the configura-
tion 5 deletes only 3.46 percents of sentences
whose performance reaches 0.314 which is the
best among these ten configurations. Similarly in
the case of German-English the configuration 5 at-
tains the best performance among ten configura-
tions. The baseline system is shown in Table 4
where we picked up the best score among vari-
ous selections ofn. In this sense, our results for
English-French are superior to nine configurations
of n except one (whenn is 50). Considering all
of these results and baseline systems, it is possible
that the outlier ratio of English-French may be big-

ger than English-Spanish and German-English. It
is noted that the baseline system, as well as the 10
configurations below, uses the MERT as is already
mentioned.

Sentence Duplication Approach Although the
score will not get worse as this approach dupli-
cates the sentence, the score is relatively good
more than expected as is shown in Table 6. On the
other hand, when we duplicate ten times we face
with a problem that mgiza often get stuck in the
middle or get the phrase extremely small numbers
by unknown reasons.

p ENFR ENFR DEEN
0.000001 – – 0.221
0.000005 0.235 – 0.223
0.00005 0.228 0.238 0.223
0.00001 – 0.237 0.223
0.0001 – 0.235 0.216
0.001 – 0.236 0.213
duplication 10 2 10

Table 6: ENFR is shown when duplication is twice
and 10 times.

Bad Alignment Removal Approach Results
are shown in Table 7 where we use the parallel
corpus obtained after Algorithm 2. All the results
are worse than at the beginning.

e ENFR ENES DEEN
1 0.191 0.299 0.217

Table 7: These results are obtained after Algo-
rithm 2 where all the results are worse than Al-
gorithm 2.

5 Conclusion and Further Work

This paper shows the preliminary results that the
preprocessing of parallel corpus might be a use-
ful for word alignment. We investigate the mech-
anism of Algorithm 1 and 2 as is shown in Figure
5. Our findings are that while Algorithm 1 is ef-
ficiently removes the sentences whose outlier ra-
tio are possibly high without touching theoutliers
whose length is in high density area, i.e. between
5 and 40 word length, Algorithm 2 is honestly re-
moves them even they resides in high density area.

By Algorithm 2, we observe two improvements
of Bleu score from 28.0 to 31.4 in English-Spanish
and 17.1 to 22.1 in German-English which are



shown in Table 5. By Algorithm 3, we observe
several improvements of Bleu score as well al-
though we should note that the results shown for
sentence duplication part is better considered to be
quite preliminary. This is because we face with
several unexpected crash of a word aligner.
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